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Homework #5 has been released 
It is due at 11:59PM on 11/13



C. elegans Connectome

Start Small: 302 neurons

Cut 50nm cross-sections of the worm, and 
trace the synapses



C. elegans Connectome

L.R. Varshney et al., “Structural properties of the C. elegans neuronal network,” 
PLoS Computational Biology, 7(2), 2011. 

12+ year manual effort (1970s - 1980s) 
*Computer Vision was in its infancy



Drosophila Connectome

• Approximately 100,000 Neurons 

• Approximately 10,000,000 Synapses

Albert Cardona, Stephan Saalfeld, Stephan Preibisch, Benjamin Schmid, Anchi Cheng, Jim 
Pulokas, Pavel Tomancak and Volker Hartenstein (10, 2010), "An Integrated Micro- and 
Macroarchitectural Analysis of the Drosophila Brain by Computer-Assisted Serial Section 
Electron Microscopy", PLoS Biol (Public Library of Science) 8 (10)

serial section Transmission Electron 
Microscopy (ssTEM) data set of the Drosophila 
first instar larva ventral nerve cord (VNC)



Rat Connectome

• Tens of millions of neurons and billions 
of connections between them 

• Petabytes of data 
• Cannot do this by hand: we need 

computer vision



Dense Segmentation and 
Reconstruction

30 µm 
5210 pixels  30 µm 

5210 pixels  

30 µm 
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EM images Reconstruction 

Figure 1: We propose a pipeline to automatically reconstruct neuronal processes
from large-scale electron microscopy image data. The target volume consists of 1000
images with a size of 5120⇥5120 pixels, corresponding to 27, 000µm3 of mammalian
brain tissue. With 8 bits per pixel, the full data volume is 25 GB in size.

1 Introduction

Brain imaging modalities such as diffusion tensor MRI or functional MRI provide
important information about the brain and the connectivity between brain regions
[1]. However, at a resolution of a cubic millimeter per voxel they provide little data
about connectivity between individual neurons. Information about the anatomy
and connectivity of neurons can provide new insights into the relation between the
brain’s structure and its function [2]. Such information may provide insights into
the physical underpinnings of common serious disorders of brain function such as
mental illnesses and learning disorders, which at present have no physical trace.
Furthermore, information about the individual strength of synapses or the num-
ber of connections between two cells has important implications for computational
neuroscience and theoretical analysis of neuronal networks [3]. As the resolution
of light microscopy is generally limited by diffraction, electron microscopy (EM)
is a better imaging modality to resolve the brain at the level of synapses and thus
provides insight into the anatomy and connectivity of neurons at nm resolution.
To reconstruct the neuronal circuit at the level of individual cells, the field of neu-
roanatomy faces the challenge to acquire and analyze data volumes that cover a
brain tissue volume large enough to allow meaningful analysis of circuits and de-
tailed enough to detect synapses and thus the connectivity structure of the circuit.
Recently, significant progress has been made in the automation of sample prepa-
ration [4] and automatic image acquisition [5, 6] for electron microscopy. These
techniques allow neuroscientists to acquire large datasets in the GB-TB range. With
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Software tools for dense reconstruction

Package Method Link

Randomer Forests Decision Forests http://ttomita.github.io/RandomerForest

Gala Active Learning https://github.com/janelia-flyem/gala

VESICLE Deep Learning http://openconnecto.me/vesicle

Synapse Segmenter Context Features + 
Adaboost http://cvlab.epfl.ch/software/synapse

ATMA 3D Pixel Features + 
Random Forests https://github.com/RWalecki/ATMA

ZNN CNN https://github.com/seung-lab/znn-release

PRIM CRF http://github.com/funkey/prim

ilastik Random Forests http://ilastik.org/

Rhoana CNN https://github.com/Rhoana
FFN CNN https://github.com/google/ffn



Challenges for Computer Vision

• Serial-section electron microscopy (ssEM) 

- 2D physical resolution of the x-y dimensions is one order of 
magnitude finer than the z dimension 

‣ irregular spatial discontinuities 

- Neurons branch, merge, originate or terminate anywhere 

- Spines can be as thin as the distance between sections 

- Inconsistencies in staining and cutting of tissue 



Standard Datasets

ISBI 2012 Challenge (http://brainiac2.mit.edu/isbi_challenge/) 
‣ A full stack of Drosophila EM slices is used to train machine learning algorithms 

for the purpose of automatic segmentation of neural structures

ssTEM image corresponding segmentation

The microcube measures 2 x 2 x 1.5 microns approx., 
with a resolution of 4x4x50 nm/pixel.



ISBI 2012

30 Training and 30 testing Samples



ISBI 2012
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Split and Merge Errors

E. Reilly et al. Frontiers in Neuroinformatics 2017
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Split and Merge Errors

D. Haehn et al. IEEE/CVF CVPR 2018 



ISBI 2012 Evaluation Metrics

Foreground-restricted Rand Scoring:

Rand F-score defined at α = 0.5, which weights split and merge errors equally

prob. random pixel belongs to segment i in prediction and segment j in ground-truth

prob. random pixel belongs 
to segment k in prediction

prob. random pixel belongs 
to segment k in ground-truth



ISBI 2012 Evaluation Metrics

Information Theoretic Scoring:

Mutual Information

Entropy

α = 0.5 is the information theoretic F-score



ISBI 2012

From an algorithms perspective, why is 
this problem hard? 

• Trouble exploiting context 

• Lack of useful progress in recognition 

• Cycles required to handle sufficiently large 
amounts of training data
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Most basic approach: Thresholding 
(Otsu’s Method)

Otsu’s Method Visualization      BY-SA 4.0 Lucas(CA)

1. Compute histogram and probabilities of each 
intensity level 

2. Set up initial weights 𝜔i (0) and class means 𝜇i (0) 

3. Step through all possible thresholds t = 1,
… maximum intensity 

1. Update 𝜔i  and 𝜇i 

2. Compute variance 𝜎   (t) 

4. Desired threshold corresponds to the maximum 
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Most basic approach: Thresholding 
(Otsu’s Method)

Original EM  
(APEX Labeled Process) Otsu’s Method

A. Shahbazi et al. Scientific Reports 2018 

ISBI 2012 Scores: 
0.724521829 (Rand Score)  
0.817598215 (Information Score)



Flexible Learning-Free Segmentation 
and Reconstruction (FLoRIN)

• Shahbazi et al. Scientific Reports 2018 

• Code: https://github.com/jeffkinnison/florin 

• Volumetric Learning-Free Segmentation 

• Designed for sparse segmentation problems, but 
could be applied to the dense reconstruction 
problem



FLoRIN Steps



Segmentation



Identification

• Perform morphological operations  
• Grouping connected components



Reconstruction

• Convert back to 3D if desired 
• Compute and save statistics related to microstructures



FLoRIN Segmentation Performance

ISBI 2012 Scores: 
0.896659612 (Rand Score)  
0.952527835 (Information Score)



FLoRIN Segmentation Performance



Machine Learning

• Given the variation observed in EM images, finding 
good universal thresholds is likely impossible 

• Better strategy: train a classifier that can determine 
whether a candidate pixel is membrane or non-
membrane 

• What is biggest challenge for ML-based 
connectomics segmentation?



Strategy: Classifier + Context
• A. Vazquez-Reina et al. ICCV 2011 

• Leverage information from the entire volume to 
obtain a globally optimal 3D segmentation 

• Formulate segmentation as the solution to a 
fusion problem 

- Enumerate multiple possible 2D segmentations for each 
section in the stack 

- Enumerate a set of 3D links that may connect segments 
across consecutive sections 

- Identify the fusion of segments and links that provide the 
most globally consistent segmentation of the stack



Overview of segmentation fusion

Compute probability 
of a pixel belonging 

to cell boundary 
(random forest)

Watershed transforms at 
different heights

Red arrows:   
possible 3D links

Segmentation 
Fusion

Image Credit: A. Vazquez-Reina et al. ICCV 2011



Average percentage of merge and split 
errors in four ssEM stacks

(1 2D seg.)

Most fusion errors come from: 
• false splits along the z-axis  
• creation of spurious small segments in areas between cells

Image Credit: A. Vazquez-Reina et al. ICCV 2011



ilastik
https://www.ilastik.org



ilastik Pixel Classification Workflow

1. Select features: smoothed pixel intensity, edge 
filters or texture descriptors 

2. Train random forest classifier 

3. Perform semantic segmentation, then convert to 
objects: 

3a. Return probability map of each class 

3b. Perform thresholding and connected component 
analysis



Current ISBI Leaderboard

http://brainiac2.mit.edu/isbi_challenge/leaders-board-new


